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SUMMARY

An important way of increasing the speed and lowering the fuel consumption of ships is by decreasing
the frictional drag. One of the most promising techniques for reducing drag is the use of air bubbles.
The goal of this investigation is to establish a set of optimum robust parametric levels for drag reduction
by a mixture (air–water) film in turbulent channel flow. Based on the conditions laid out by the Taguchi
orthogonal array method, turbulent flows, with air bubbles injected into a channel, are simulated using
commercial computational fluid dynamics software. The local shear stress on the upper wall is computed to
evaluate the efficiency of drag reduction. Many factors can affect drag reduction. The factors investigated
in this study are the rate of air injection, bubble size, area of air injection, flow speed, and measured
position of the shear stress. These factors have been investigated through the analysis of variance, which
has revealed that the rate of air injection and water flow speed dominate the efficiency of drag reduction
by a mixture film. According to the results, the drag can be reduced by an average of 83.4%; and when
the configuration of the parametric levels is optimum the maximum drag reduction of 88.5% is achieved.
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1. INTRODUCTION

Increasing speed and lowering fuel consumption for ships have always been major issues for
naval architects. When moving forward, the main drag that a vessel encounters underwater is
frictional resistance. If this resistance is reduced, the speed of the vessel will increase and the
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fuel consumption will be reduced. Various techniques have been proposed for the reduction of
frictional resistance. One such method is the use of bubbles, which has drawn widespread interest
because it has shown significant efficiency in drag reduction, is easy to implement, and has no
adverse effect on the environment. There are two main approaches for the utilization of bubbles,
which vary according to the bubble size generated. One is called ‘microbubble drag reduction’,
and it utilizes small bubbles that are dispersed into the liquid turbulent boundary layer in an effort
to curtail the Reynolds stress. The other technique is to cover the material body with a large film of
air, in order to separate the material surface from the water, thus reducing drag. The use of an air
film reduces friction more than the use of microbubbles; however, the maintenance of an air film
is difficult. Under high-speed operation, an air film only provides substantial frictional reduction
near the point of air injection.

The application of microbubbles for drag reduction was first used by McCormick and Bhat-
tacharyya [1], who used electrolysis to generate microbubbles and distribute them in the boundary
layer of a moving submerged vessel. Their findings show that microbubbles effectively reduce fric-
tional resistance. Since then, most scholars have generated microbubbles by pushing compressed
air through a porous medium, in order to improve the generation of microbubbles. The reduction
of frictional resistance in a liquid turbulent flow through the use of microbubbles arises for two
reasons. First, the use of microbubbles lowers the average viscosity and density of the gas–liquid
mixture flow and second, it suppresses the Reynolds stress through the interaction of microbubbles
with the liquid [2]. However, the mechanism of drag reduction has not yet been firmly established.

Many instruments have been used to investigate the mechanism of drag reduction due to
microbubbles in the turbulent boundary layer. For example, Dubnishchev et al. [3] used a laser
Doppler velocimeter (LDV) and a thermal film velocimeter to measure the bubble volume concen-
trations and velocity profiles. The outcome of the experiment showed that the bubble concentration
in the viscous sublayer was zero and the maximum concentration was measured at ȳ= y/2H =0.1,
where y denotes the distance from the wall and H denotes the vertical height of the test section.
In studying the interaction of microbubbles with a liquid turbulent boundary layer, Merkle and
Deutsch [4] concluded that microbubbles have to spread within the buffer layer and act in a
polymer-like manner to reduce the frictional resistance. Kato et al. [5] employed an LDV to measure
the time histories of average flow speeds and turbulent intensities when bubbles were injected
into the turbulent boundary layer. Kawamura et al. [6] utilized cavitation to generate bubbles and
examined the effect of bubble size on the efficiency and sustainability of drag reduction.

In the internal flow, microbubbles are capable of significantly reducing frictional resistance. For
example, Madavan et al. [7] conducted an experiment on microbubble drag reduction between two
flat plates and achieved an 80% reduction in drag. In the Kato et al. experiment [5], the highest
reduction efficiency achieved was 60%. Tsai and Chen [8] measured the total resistance drag of
flat plate in water tunnel as well as in towing tank; results showed that maximum drag reduction
by the microbubbles was about 80% at water tunnel. However, in real-world applications, when
this reduction technique is employed on a full-scale vessel, it is difficult to ensure that the bubbles
remain within the boundary layer due to their buoyancy, and as a result, the reduction efficiency
drops greatly. Latorre [9] utilized the microbubble drag reduction technique on both small-scale
models and full-scale ships; the efficiencies of drag reduction were 10–12 and 15–18% for the
model ships and full-scale ships, respectively. In the full-scale ship experiments conducted by Kato
and Kodama [10], the authors operated an underwater TV camera and observed that the bubbles
did not spread thinly over the ship’s hull, and instead formed likely chimney smoke downstream.
Furthermore, when bubbles were injected, the effective density of flow into the propeller was
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reduced by the air bubbles, reducing the efficiency of propeller performance by 3–6%. Latorre
et al. [11] used both microbubbles and surface coating to reduce the drag for a 2.3m model ship,
but the reduction efficiency was only 4–11%.

Some of the drag reduction studies listed above utilize relatively large bubbles compared with
the boundary layer thickness; however, these authors will still often use the term ‘microbubbles’ as
a keyword, because the bubble size is surely smaller than the effective length of the drag reduction
area. These two methods (the microbubble and air film methods) have been investigated separately,
but the intermediate condition that occurs in the transition between microbubbles and air film
has not been investigated thoroughly. Hence, Murai et al. [12] studied the drag reduction at the
intermediate bubble size condition, which occurs between the microbubble and air film states.
The bubble sizes used in that experiment were in the range of 2–90mm. It was determined that
the local shear stress substantially decreases at the rear of the individual large bubbles, while the
front region exhibits a slight increase.

Many numerical studies have attempted to elucidate the interaction between a liquid turbulent
boundary layer and bubbles. Among these studies, some have utilized direct numerical simulation
(DNS) (e.g. Kawamura and Kodama [13, 14] and Sugiyama et al. [15]). DNS procedures are
used to directly resolve the Navier–Stokes equation and to treat the gas–liquid interface using
a free surface condition. However, the DNS capacity of current computers is limited. They are
only capable of simulating a flow containing several hundred bubbles and, thus, are incapable
of accurately simulating a real situation, which would involve a substantially larger number of
bubbles. Additionally, some researchers have used the two-fluid model (e.g. Drew [16]; Murai and
Matsumoto [17]), while others have created a simple model employing two phases to simulate
the interaction between the bubbles and the liquid turbulent flow (e.g. Legner [18], Madavan
et al. [19] and Marie [20]).

This study pays much attention to the determination of optimum robust parametric levels of
drag reduction, instead of the presentation of the flow pattern. Many factors affect bubble drag
reduction; this study investigates some critical factors, which include the following: the rate of
air injection, the area of air injection, bubble size, flow speed, and the measured position of
the shear stress on wall. Various values of shear stress measured at different positions can be
used to examine the sustaining efficiency of bubbles in drag reduction. The researches mentioned
above have predominantly paid attention to only one factor at a time when investigating the effect
of bubbles and have, therefore, all suffered from the same limitation, that they are unable to
investigate the interaction between different factors. Hence, predicting the optimum conditions for
factorial parametric levels in bubble drag reduction has not yet been rigorously investigated. The
implementation of the design of experiment methodology to plan experimental conditions can be
utilized to systematically assess the effects of parametric levels on the response. The application of
robust parametric design allows determination of the optimal factorial parametric level of quality
by taking into account the fact that quality may be affected by the manufacture and production, as
well as disturbance from the environment. The controllable factors are the factors that may have
their parametric levels set by the technique, and the selection of these levels should have some
significance to the experiment. Therefore, the rate of air injection, the area of air injection, and the
bubble size are treated as controllable factors in this study. However, if this technique is used to set
the parametric level of a factor but the resulting level is not meaningful, then the factor is referred
to as an indicative factor. The effect of an indicative factor on the response can be considered as
variance due to the external environment. Although the flow speed and measured position of shear
stress can be easily arranged in the experiment, their manipulation has no meaning. Hence, in this
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investigation, the various flow speeds and measured positions of shear stress are considered as
indicative factors. For a robust parametric design, the Taguchi orthogonal array method [21, 22]
is usually adopted to plan a minimum number of experiments and to determine the experimental
condition that has the least variability as the optimum robust condition. When using the Taguchi
method, a fractional–factorial experiment is often used instead of a full-factorial experiment, in
order to lower the cost and time of an investigation while maintaining credible results. The Taguchi
method has been widely adopted in industry and applied in various applications. For example, Kim
et al. [23] used the Taguchi method to evaluate the effect of several factors on particle size and size
distribution for the synthesis of zinc oxide (ZnO), and obtained ZnO nanoparticles (about 30 nm)
under optimal conditions. Using the Taguchi method, Nikbakht et al. [24] investigated the effect
of operating parameters on the concentration of citric acid in an effort to improve the performance
of an electrodialysis system.

Following significant advances in computer mathematical processing power, maturation of
various numerical models and demand for increased understanding of the complexity in phys-
ical phenomena and geometrical formations, commercial computational fluid dynamics software
has usually been employed to simulate the complicated flow. FLUENT is a commercial software
package commonly used in the field of fluid dynamics. It utilizes the control-volume method to
resolve the flow field and offers various numerical models that are useful for a wide range of
applications. This study initially established its experimental conditions based on the orthogonal
array supplied by Dr Taguchi and used FLUENT to resolve the two-phase flow with bubbles,
and to seek a set of optimum robust parametric levels for drag reduction. In addition, analysis
of variance (ANOVA) is employed to investigate the effect of factors and their interactions on
drag reduction.

2. NUMERICAL METHOD

2.1. Problem description

Figure 1 represents a schematic diagram of the numerical channel. As the flow enters the channel,
it has been fully developed. Downstream of the left inlet of the channel, porous media of various
sizes are installed on the upper wall. Compressed air passes through a porous medium to form
air bubbles that are injected into the flow. The gas–liquid mixture flows out through the outlet
on the right. Three sizes of porous media are studied in this paper; the lengths of the streamwise
(x-coordinate) and the lateral direction (z-coordinate) are 30mm×100mm, 60mm×100mm, and
90mm×100mm, respectively. For the channel simulated in this study, the width and the height
(y-coordinate) are 150 and 15mm, respectively. The distance from the left edge of the porous
medium to the left inlet of the channel is 300mm. The distance from the right outlet of the channel

right outlet 
(gas-liquid mixed)

water left inlet 
(fully developed) 

compressed air entrance

Figure 1. Schematic diagram of numerical channel.

Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2009; 60:1079–1102
DOI: 10.1002/fld



ROBUST DESIGN AND NUMERICAL SIMULATION ON DRAG REDUCTION 1083

to the right edge of the porous medium is 500mm. Consequently, the total length of the channel
varies according to the size of the porous medium.

In order to obtain complete data on a fully developed turbulent flow, the single-phase flow
without bubbles is resolved first and then the velocity profile and turbulent parameters are recorded
at a given distance downstream of the entrance length. The local shear stresses obtained by the
single-phase flow are also recorded to facilitate comparison with the local shear stresses of bubble
flows, in order to evaluate the efficiency of drag reduction. As the two-phase flow is simulated,
the velocity profile and turbulence parameters obtained from the single-phase flow serve as the
boundary conditions of the left inlet of the channel, and the air bubbles are injected into the flow
from the upper wall.

2.2. Basic assumptions of the numerical simulation

Physically, even though the field possesses a two-dimensional flow, the structure of the turbulence
always transports in three dimensions. Hence, this study simulated turbulent channel flow in three
dimensions. The two-phase flow with bubbles is assumed to be incompressible in this study, because
the volumetric change of the bubbles in the turbulent boundary layer is taken as a secondary factor,
based on the reasoning that bubbles can reach a balance between the interface of gas and liquid.
To summarize, the basic assumptions of the numerical simulation in this study are: (1) the flow is
an incompressible, steady, turbulent flow; (2) the primary flow is water in a continuous phase and
its density and dynamic viscosity are constant; (3) the bubbles are generated by air in a dispersed
phase and its density and dynamic viscosity are constant; (4) the bubble size is constant as bubbles
spread downstream; (5) in considering buoyancy, the gravitational acceleration is set at 9.81m/s2

downward; and (6) the thermal effect is neglected.

2.3. The governing equations and the turbulent model

The governing equations used to resolve the two-phase turbulent flow are a continuity equation
and a momentum equation along with the turbulent model and two-phase model. Based on the
assumption of a steady flow, the continuity equation is as follows:

∇ ·(�V)=0 (1)

where � represents the density and V is the velocity vector. The momentum equation is as follows:

∇ ·(�VV)=−∇ p+∇ ·(�)+�g+F (2)

where p is static pressure, �g is the gravitational term, F is the body force , and � the stress tensor,
can be obtained from the following:

�=�[(∇V+∇VT)− 2
3∇ ·VI ] (3)

� is the molecular viscous coefficient and I is the unit tensor. The second term on the right-hand
side of Equation (3) represents the effect of dilation. Details on this term can be examined in the
FLUENT user’s guide [25].

FLUENT provides various turbulent models; the widely applicable standard k–� turbulent model
is adopted in this paper. In the standard k–� turbulent model, the transport equation for the turbulent

Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2009; 60:1079–1102
DOI: 10.1002/fld



1084 S.-J. WU, K. OUYANG AND S.-W. SHIAH

kinetic energy per unit mass (k) and its dissipation rate (�) are resolved as follows:
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The details of the derivations for Equations (4) and (5) are demonstrated in Versteeg and
Malalasekera [26].
2.4. Multi-phase model

FLUENT provides four models to handle multi-phase flows. Three of these are based on the Euler–
Euler approach, while the fourth is based on the Euler–Lagrange approach. For the multi-phase flow
with bubbles, FLUENT recommends the application of the Eulerian model or the Mixture model,
which are both based on the Euler–Euler approach. In these two models, the phases are treated
mathematically as interpenetrating continua. The Eulerian model solves a set of n momentum
and continuity equations, while the Mixture model solves the mixture momentum and continuity
equations and prescribes relative velocities to describe the dispersed phases. Theoretically, the
Eulerian model produces results that are more precise, but its large requirements for computer
memory and its poor numerical convergence are its weak points. To ensure precise shear stress on
the wall of the turbulent flow, the mesh in the boundary layer must be very fine, which means that
a large amount of computer memory is needed for the computation. Considering the limitations of
computer hardware, this study adopts the Mixture model. The Mixture model regards multi-phase
flow as a single mixture flow by establishing the volume fractions of each phase and the slip
velocities among each phase to describe the dispersed phases. In the Mixture model, the main
flow is set as a primary phase and regarded as the continuous phase; other phases are set as
secondary phases and regarded as the dispersed phases. The Mixture model solves the continuity
and momentum equations for the mixture, and volume fraction equations and relative velocities
(to the primary phase) for the dispersed phases.

(1) The continuity equation for the mixture is

∇ ·(�mVm)=0 (6)

where �m and Vm are the density and velocity of the mixture, respectively, and Vm can be
expressed as

Vm=
∑n

k=1 �k�kVk

�m
(7)

where �k and �k are the volume fraction and density of phase k, n is the total number of phases;
Vk in Equation (7) represents the velocity of phase k.

(2) The momentum equation for the mixture is

∇ ·(�mVmVm) = −∇ p+∇ ·[�m(∇Vm+∇VT
m)]

+�mg+F+∇ ·
(

n∑
k=1

�k�kVdr,kVdr,k

)
(8)
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where �m is the dynamic viscous coefficient of the mixture, Vdr,k is the drift velocity of phase k
and is defined as

Vdr,k =Vk−Vm (9)

For the primary phase q and dispersed phase p, the drift velocity and the relative velocity (Vqp)
are connected by the following expression:

Vdr,p =Vpq −
n∑

k=1
ckVqk (10)

where the ck represents the mass fraction and is defined as ck =�k�k/�m.
(3) The relative velocity of the dispersed phase to the primary phase is
For Vpq , which represents the relative velocity of the dispersed phase (p) relative to the primary

phase (q), FLUENT adopts the formulation provided by Maaninen et al. (1966):

Vpq = �p
fdrag

(�p−�m)

�p
a− 	m

�p�D
∇�q (11)

where �p is the particle relaxation time written as

�p= �pd
2

18�q
(12)

d is the diameter of the bubble and a in Equation (11) is the acceleration of the bubble:

a=g−(Vm ·∇)Vm− �Vm

�t
(13)

With regard to the drag function, fdrag, FLUENT provides various formulations. This study adopts
the default option developed by Schiller and Naumann in 1995:

fdrag=
{
1+0.15Re0.687 Re�1000

0.0183Re Re>1000
(14)

Re represents the relative Reynolds number. The relative Reynolds number for the primary phase
q and dispersed phase p is obtained as

Re= �q |Vp−Vq |d
�q

(15)

(4) Equation of volume fraction for dispersed phases:
If the mass transfer between phases is not taken into account, the volume fraction of the dispersed

phase (p) can be obtained from the following equation:

∇ ·(�p�pVm)=−∇ ·(�p�pVdr,p) (16)
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2.5. Boundary conditions

Referring to Figure 1, the numerical channel has three inlet and outlet boundaries: the left inlet
(water entrance), the inlet on upper wall (air injection), and the right outlet (gas–liquid flow exit).
The boundary condition of the left inlet is set up as a ‘velocity inlet condition’. This indicates that
the velocity profile and turbulent parameters obtained by the fully developed single-phase flow are
used as the boundary condition for the water, and the volume fraction of water is set to one. In
addition, both the velocity and volume fraction for air are set to zero. For the boundary condition
of the inlet on the upper wall, the ‘velocity inlet condition’ is again adopted. The velocity and
volume fraction for water are set to zero; for air, the y-component of velocity can be established
by the rate of air injection and area of air injection, and the volume fraction is set to one. The
right outlet boundary condition is set with the ‘pressure outlet condition’. This indicates that the
gradients of flow properties in the streamwise direction are equal to zero. All walls of the channel
are assumed to have a no slip condition.

3. DESIGN OF THE EXPERIMENTAL CONDITIONS

The controllable factors related to bubble drag reduction studied in this paper are the rate of air
injection, the porous medium area (area of air injection), and the bubble diameter. To obtain the
optimum conditions for robustness, various flow speeds and measured positions of local shear stress
are regarded as indicative factors. The numbers of levels for the controllable and the indicative
factors are set to 3 and 2, respectively. The value of parameters corresponding to levels for the
individual controllable factors and indicative factors are presented in Tables I and II, respectively.
As shown in Table I, the parameters for the area of air injection are A=30×100, 60×100, and
90×100mm2 for level 1, level 2 and level 3, respectively; three bubble sizes, d=50, 100 and
200�m, are investigated; the rates of air injection are set to Qa=20, 40 and 60L/min. Referring to
Table II, the flow speeds considered in this study are 4 and 6m/s; the distances from air injection
to the measured position of shear stress are set to 150 and 300mm. The bubble drag reduction in
this paper is expressed in terms of the drag ratio (DR) and is defined as follows:

DR= �

�0
(17)

where � is the local shear stress after the bubbles are injected and �0 denotes the corresponding
value with no bubbles in the flow. This means that the drag has been reduced by bubbles if
DR<1. For the problem of drag reduction, DR is the response that this experiment is attempting
to minimize.

Based on the number of controllable factors selected and the level number set, this study
implements a standard L27(313) orthogonal array in which the superscript represents the maximum

Table I. Factors and corresponding parametric level values.

Parametric value Factor A (mm2) Factor B (�m) Factor C (L/min)

Level 1 30×100 50 20
Level 2 60×100 100 40
Level 3 90×100 200 60
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Table II. Parametric level values for indicative factors.

Parametric value Flow speed (m/s) Measured position (mm)

Level 1 4 150
Level 2 6 300

available number of controllable factors, the number ‘3’ denotes that each controllable factor
contains three levels, and the suffix represents the total experiments required. The controllable
factors and interactions between each two factors should be arrayed in accordance with a certain rule
to reduce the ‘confounding error’ as much as possible. Refer to Ross [21] for the array setting rule.

4. RESULTS AND DISCUSSION

4.1. Grid independent test

First, the grid-independent test was carried out to ensure that the distribution of grid nodes did not
artificially affect the computational outcome. In this study, the distribution of grid nodes is uniform
in the streamwise (x-direction) and lateral direction (z-direction); however, along the vertical height
of the channel (y-direction), the distribution of nodes is non-uniform. In the y-direction near
the upper and lower walls, the gradients of flow properties are so large that the cells near walls
must be fine enough to ensure that they obtain the precise shear stress; contrarily, cells far away
from the walls are rather coarse in order to reduce computational requirements. Four cases with
various distributions of nodes in the y-direction were selected for the grid test. In these cases, the
intervals in the x-direction are 1 and 7.5mm in the z-direction. In the y-direction, varying node
quantities were examined: 45 nodes for case I, 65 nodes for case II, 85 nodes for case III, and
105 nodes for case IV. These tests were carried out under the following conditions: flow speed
V =4m/s, area of air injection A=30×100mm2, bubble diameter d=200�m, and rate of air
injection Qa=20L/min. The shear stresses for every case are listed in Table III; the values in the
last row of the table represent the percentage of difference between each two case results. Table III
reveals that for case I, in which only 45 nodes are in the y-direction, the cells seem too coarse
near the walls to capture the large magnitude of the flow gradient and the shear stress is, therefore,
underestimated (5.378N/m2). As the number of nodes increases, the cells become finer and the
shear stresses increase, e.g. 8.295N/m2 for case II, 9.033N/m2 for case III and 9.147N/m2 for
case IV. Comparing the results of case III and IV, the percentage of difference is only 1.25%. The
shear stresses for each case are also presented in Figure 2, in which the ordinate indicates the
shear stress and the abscissa represents the total number of cells in the computational domain. As
shown in Figure 2, initially an apparent difference in results exists between cases I and II. As the
number of cells increases, the curve in the figure asymptotes to a horizontal line, implying that
the differences in results become smaller as the number of cells increases. Finally, the results for
cases III and IV are very close, indicating that the cells of case III are fine enough to accurately
evaluate the wall-shear stress, and that finer cells only have a limited effect upon the result. In
order to minimize computational time, the number of nodes in the y-direction was, therefore, set
to 85 for all computations in later studies.

Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2009; 60:1079–1102
DOI: 10.1002/fld



1088 S.-J. WU, K. OUYANG AND S.-W. SHIAH

Table III. Shear stresses for test cases.

Test case Case I Case II Case III Case IV

Shear stress (N/m2) 5.378 8.295 9.033 9.147
Percentage (%) 35.17 8.17 1.25

80 120 160

total number of cells

4
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8

9

10

sh
ea

r 
st
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ss

 (
N

/m
2 )

× 10 4

case I

case II

case III case IV

Figure 2. Grid-independent test: the number of nodes in the y-direction is 45 for case I, 65 for case II,
85 for case III and 105 for case IV (measured at 150mm from the rear edge of the porous plate).

4.2. Numerical results and robust parameters

Based on the conditions planned in the L27(313) orthogonal array (left half of Table IV), the
numerical simulations were carried out under various flow speeds (4 and 6m/s) and the shear
stresses were obtained at different measured positions (150 and 300mm). The Arabic numbers in
the left half of Table IV represent the parametric level of controllable factors and the parameter
values corresponding to each level for an individual controllable factor can be referenced from
Table I. In this orthogonal array, the area of air injected is expressed as factor A and the bubble
diameter and the rate of air injection are marked as factor B and factor C, respectively. A×B
represents the interaction between factor A and factor B; the symbol e can be regarded as an
experimental error. Based on the computational results, the average DR and the signal-to-noise
(S/N) ratio were derived and are listed in the right half of Table IV. The original data are provided
in Appendix A. As shown in Table IV, the average DR is 0.166 and the average S/N ratio is 15.725.
This efficiency of drag reduction (83.4%) is comparable in magnitude to the microbubble drag
reduction experiment conducted by Madavan et al. [7]. Additionally, for case 21 in Table IV, where
A=90×100mm2, d=50�m and Qa=60L/min, the minimum DR (0.115) and the maximum
S/N ratio (18.731) can be obtained.

Table V shows the effect of the factorial parametric level on the DR and the S/N ratio; it
represents the effect of level variance on the response. Table V(a) is the effect on the DR. It shows
that the variance in the level of factor C (the rate of air injection) has the most significant influence
on the DR. In the other words, factor C is the most significant factor related to drag reduction. In
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Table IV. L27(313) orthogonal array and the corresponding results.

Level A B A×B A×B C A×C A×C B×C e e B×C e e Ave. DR S/N

1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.213 13.364
2 1 1 1 1 2 2 2 2 2 2 2 2 2 0.177 14.954
3 1 1 1 1 3 3 3 3 3 3 3 3 3 0.122 18.153
4 1 2 2 2 1 1 1 2 2 2 3 3 3 0.206 13.637
5 1 2 2 2 2 2 2 3 3 3 1 1 1 0.172 15.224
6 1 2 2 2 3 3 3 1 1 1 2 2 2 0.123 18.107
7 1 3 3 3 1 1 1 3 3 3 2 2 2 0.201 13.876
8 1 3 3 3 2 2 2 1 1 1 3 3 3 0.171 15.261
9 1 3 3 3 3 3 3 2 2 2 1 1 1 0.126 17.918
10 2 1 2 3 1 2 3 1 2 3 1 2 3 0.216 13.247
11 2 1 2 3 2 3 1 2 3 1 2 3 1 0.178 14.881
12 2 1 2 3 3 1 2 3 1 2 3 1 2 0.119 18.375
13 2 2 3 1 1 2 3 2 3 1 3 1 2 0.206 13.659
14 2 2 3 1 2 3 1 3 1 2 1 2 3 0.173 15.135
15 2 2 3 1 3 1 2 1 2 3 2 3 1 0.119 18.383
16 2 3 1 2 1 2 3 3 1 2 2 3 1 0.203 13.770
17 2 3 1 2 2 3 1 1 2 3 3 1 2 0.147 16.325
18 2 3 1 2 3 1 2 2 3 1 1 2 3 0.123 18.067
19 3 1 3 2 1 3 2 1 3 2 1 3 2 0.214 13.275
20 3 1 3 2 2 1 3 2 1 3 2 1 3 0.174 15.123
21 3 1 3 2 3 2 1 3 2 1 3 2 1 0.115 18.731
22 3 2 1 3 1 3 2 2 1 3 3 2 1 0.202 13.788
23 3 2 1 3 2 1 3 3 2 1 1 3 2 0.169 15.362
24 3 2 1 3 3 2 1 1 3 2 2 1 3 0.116 18.630
25 3 3 2 1 1 3 2 3 2 1 2 1 3 0.199 13.895
26 3 3 2 1 2 1 3 1 3 2 3 2 1 0.171 15.256
27 3 3 2 1 3 2 1 2 1 3 1 3 2 0.121 18.213

Ave. 0.166 15.725

contrast, the level of factor A (the area of air injection) is the least significant among these main
factors and its influence upon the DR is almost deemed to be an error. For the effect of factor
interaction, the table shows that the interaction of factor B and factor C (B×C) has a significant
influence on the DR. However, the influence of the interaction of other factors on the DR can be
regarded as being negligible. Table V(b) lists the effect of parametric level on the S/N ratio. By
comparing Table V(b) with (a), it can be observed that the effect of parametric level on the DR
and the S/N ratio has the same patterns. To analyze the results of experiments involving multiple
factors, the use of the S/N ratio over standard analysis (use of the average of results) is preferred,
because it provides guidance for the selection of the optimum parametric level based on the least
variation around the target and on the average value closed to the target [22]. Table V(b) shows
that if factor A (the area of air injection) is set to level 3, the S/N ratio is the maximum (15.808);
similarly, if factor B (the bubble diameter) and factor C (the rate of air injection) are set to level
3, maximum S/N ratios of 15.843 and 18.286 are achieved. By comparing Table V(b) with (a),
it can be observed that the parametric levels, which are determined by the maximum S/N ratio
in Table V(b), can be used to obtain the minimum DR in Table V(a). It is noteworthy that the
influence exercised by the interaction of factor B and factor C (B×C) on both the DR and the
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Figure 3. The interaction of factor B and C affecting on the S/N ratio.

S/N ratio is significant, meaning that a nonlinear relationship exists between these two factors,
which is sufficient to influence the response. Consequently, in order to assign the factorial level
for each factor, these two factors should be taken into consideration together, not individually.
The interaction of factor B and factor C upon the S/N ratio is presented in Figure 3, in which
the symbol of B1 represents that the factorial level of factor B is 1. Other symbols are similarly
assigned. From Figure 3, it is obvious that the condition B1 C3 offers the maximum S/N ratio;
hence, for factor B, level 1 should be chosen, not level 3 as shown in Table V. Summarily, with the
consideration of the external environmental variances, the composite level of A3 B1 C3 possesses
the optimum robust characteristic, which corresponds with the conclusion reached through case
21 in Table IV.

4.3. Contribution of factors

ANOVA is used to examine the contribution of each controllable factor and the interactions between
factors. Table VI presents the ANOVA results for the DR and S/N ratio, where the symbol SS
is the sum of the squares, DOF indicates the degrees of freedom, MS (mean square) is the sum
of square divided by the degrees of freedom, F represents the ‘F test’ and �c is the contribution
to drag reduction. The F test is a certification used to examine the influence of factorial level
variance on responses. When the value of the F test for a factor is large, it implies that this
factor’s level variance effect on the response is important, compared with the variance due to the
experimental error, i.e. the factor is significant. In addition, the error term in the table covers the
total of unsolved and unknown factorial variances and some variances arising from experiment
errors. Hence, the effects of experimental errors marked e in Table IV are taken into the error
term. In the ANOVA of the DR, this study also pays special attention to the flow speed, which is
regarded as an indicative factor, in order to realize the influence flow speed has on bubble drag
reduction. The ANOVA of the DR is discussed first. In the preliminary stage (not presented in
this paper), the analysis reveals that the value of F test for factor A is less than F0.1, meaning
that as the 90% confidence level is a criterion employed to certify the factors; factor A fails to
pass the certification. It implies that compared with other factors, the effect factor A exercises on
the DR is low and it is quite possible that this low a variance might be caused by experimental
error; hence, the variance of factor A should be pooled to the error term. A similar situation also
occurred with the factorial interaction A×B and A×C. The pooled data are entered as dashes
in Table VI. However, the pooled MS that have small values are still presented in parentheses in
the table for comparison. Referring to Table VI(a), it can be observed that factor C possesses the
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Table VI. ANOVA for drag ratio and S/N ratio.

Factor SS DOF MS F F0.1 �c (%)

(a) ANOVA of drag ratio
A (0.00023) (2) (0.00012) — — —
B 0.00095 2 0.00048 3.5097 2.35755 0.35
C 0.13441 2 0.06721 496.225 2.35755 69.87
A×B (0.00040) (4) (0.00010) — — —
A×C (0.00040) (4) (0.00010) — — —
B×C 0.00118 4 0.00029 2.17178 2.00312 0.33
Flow speed 0.04217 1 0.04217 311.3797 2.75743 21.90
Error 0.01327 98 0.00014 7.55
Total 0.19199 107 100.00

(b) ANOVA of S/N ratio
A (0.19083) (2) (0.09542) — — —
B 0.36864 2 0.18432 2.78169 2.62395 0.23
C 100.962 2 50.48080 761.8376 2.62395 97.46
A×B (0.23598) (4) (0.05900) — — —
A×C (0.28655) (4) (0.07164) — — —
B×C 0.93741 4 0.23435 3.53675 2.28577 0.65
Error 1.19271 18 0.06626 1.67
Total 103.4604 26 100.00

maximum contribution to the DR (69.87%). Factor B has been qualified at a 90% confidence level,
but the contribution is as low as 0.35%. Furthermore, the contribution of B×C is 0.33%, but it is
able to pass certification at the 90% confidence level, meaning that even though the interaction is
low, it is sufficient to affect the response. These analytical outcomes agree with the conclusions
discussed in Table V. Additionally, Table VI(a) reveals that the flow speed is the factor that has
the second highest contribution to the drag reduction and its contribution is as high as 21.90%.
Combining the results of Table VI(a) with the data listed in Table IV, under the configuration
of optimum parametrical levels (A3 B1 C3), the prediction for the DR can be obtained by the
following equation:

(y)DR,pred. = yDR+(B1DR− yDR)+(C3DR− yDR)

+[(B1C3DR− yDR)−(B1DR− yDR)−(C3DR− yDR)]=0.119 (18)

where yDR is average DR, the variable B1DR represents the average of the DR obtained when the
level of factor B is 1, and other variables are defined analogically. The predicted value of the DR
obtained by solving Equation (18) is greater than the outcome of case 21 in Table IV (0.115) due
to the fact that when Equation (18) is employed to estimate the value, factor A is deemed to be
an experimental error and its effect is not included in the formulation.

Table VI(b) is the ANOVA of the S/N ratio. As mentioned above, when a factor has an F
test value less than F0.1, the effect of this factor is pooled into the error terms. It is notable that
since the flow speed is not a controllable factor, it is not included in this analysis. As shown in
Table VI(b), the influence on the S/N ratio imposed by factors and the factorial interactions present
the same trend as Table VI(a) indicates. Factor C has the greatest influence on the S/N ratio and
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its contribution is 97.46%. The predicted value of the S/N ratio is as follows:

(y)S/N,pred. = yS/N+(B1S/N− yS/N)+(C3S/N− yS/N)

+[(B1C3S/N− yS/N)−(B1S/N− yS/N)−(C3S/N− yS/N)]=18.418 (19)

where the yS/N is the average S/N ratio. The predicated S/N ratio is a little lower than the S/N
ratio obtained by case 21 in Table IV (18.731).

Student’s distribution [22] is adopted in this study to calculate the confidence intervals (CI); the
CI of predictions can be obtained by the following formula:

CI= t�/2( fE)× S√
me

(20)

where � is the significance level, fE is the degree of freedom of the error term, S is standard
deviation, and me is the effective sample size. When �=0.05 is adopted, i.e. under the 95%
confidence level, the confidence interval calculated using Equation (20) is 0.0067 and 0.3122 for
the DR and S/N ratio, respectively. The effective sample size me in (20) is defined as

me= number of total experiment data

total degrees of freedom in the equation of the predicted value
(21)

To summarize, when the factorial parametric levels are at the optimum configuration (A3 B1 C3),
the largest area of air injection A=90×100mm2, the smallest bubble diameter d=50�m and the
maximum rate air injection Qa=60L/min, under the 95% confidence level, the predicted DR is
0.119±0.0067, and the S/N ratio is 18.418±0.3122.

4.4. Confirmation

On principle, the prediction obtained by the Taguchi method should be compared with confirmation
experiments, which were carried out under the condition of optimum configuration, to examine
the reliability of prediction. However, all data investigated in this work were obtained numerically;
therefore, there is a lack of substantial data obtained from the experiments. In addition, repeating
numerical simulations deemed as confirmation experiments has no meaning, because these results
will be the same. Hence, the evaluation of the robustness, instead of the reliability, was adopted in
this paper to evaluate the prediction. The analysis of Table VI(a) reveals that the flow speed, which
is regarded as environmental noise, contributes greatly to the drag reduction. Hence, the simulations
were carried out under the extended range of the flow speed, and then the computational results
were compared with the prediction to assess the robustness of quality. Under the configuration of
optimum parametrical levels, the DRs obtained as the flow speeds of V =3–7m/s are listed in
Appendix B. Based on the results in Appendix B, the distribution of the probability density for the
S/N ratio is shown in Figure 4 and compared against the distribution of probability density of the
prediction. Referring to Figure 4, it can be seen that the majority of the confidence interval areas for
the predicted and the numerical results overlap. This indicates that the optimum configuration has
included the significant factors and determined the most appropriate parametric levels; hence, the
response can overcome the variance from the operating condition, implying that the configuration
of parametric levels possesses ensuring the robustness of quality; that is to say, the prediction
obtained by the Taguchi method may be popularized to get a robust design.
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Figure 4. Distributions of probability density of the S/N ratio for the prediction and the numerical results.

4.5. Characteristic of drag reduction

The characteristic curves of drag reduction are presented in Figure 5 to investigate the relationships
between the drag reduction and the void fraction, CV, defined as

CV= Qa

Qa+Qw
(22)

where Qw and Qa are the liquid flow rate and air flow rate, respectively. In Figure 5, the DRs,
measured at 150mm from the air injection, are represented by solid lines and the dashed lines
indicate the DRs measured at 300mm. Substantial past researches have regarded the void frac-
tion as an important parameter related to drag reduction and concluded that the efficiency of
drag reduction increases as CV increases. Figure 5(a) represents the characteristic curves for the
optimum parametric level, A3 B1. For comparison, the characteristic curves for an entirely different
configuration, A1 B3, indicating a small area of air injection and large bubbles, are presented in
Figure 5(b). As shown in Figure 5(a) and (b), the DRs decrease as CV increases. Additionally, it
is clear that better efficiencies of drag reductions can be reached at a high flow speed (V =6m/s).
Referring to Figure 5(a), the DRs measured at 150 and 300mm from the air injection are almost
the same values at V =4m/s. When V =6m/s, a small decline in drag reduction at a measured
position of 300mm is observed, as CV is very small. On the other hand, Figure 5(b) shows that
under the condition of A1 B3, the efficiencies of drag reductions do not strongly persist unless
CV is large.

Under the condition of the optimum parametric level (A3 B1 C3), the magnification of the
volumetric fraction of bubbles distributed in channel for the flow speed at 4m/s is presented in
Figure 6. The color scale displayed on the left of Figure 6 indicates the magnitude of the bubble
volumetric fraction. As shown in the figure, the volumetric fraction of bubbles very close to the
upper wall is almost equal to one and drops suddenly just away from the wall. This phenomenon
suggests that the bubbles injected into the channel form a film of gas–liquid mixture that covers
the upper wall, and leads to frictional resistance being reduced. All the distributions of bubbles
in the channel for the other study cases (not presented in this paper) are the same as the result of
A3 B1 C3. This may be the reason why there is minimal contribution of the bubble size factor to
drag reduction in this study; because the bubbles that were injected were too crowded together and
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Figure 5. Effect of air void ratio on drag ratio: (a) characteristic curves for optimum levels (A3B1) and
(b) characteristic curves for the configuration of A1B3.

formed a mixture film. The enlargement of the location for injection of air bubbles is shown in
Figure 7; the velocity vectors of the mixture flow have been combined with the volume fractions
of air in a water channel for convenient discussion. Under the upper wall, the x-component of the
velocity within a mixture film is larger than the mean velocity of water in the channel. The reason
for this phenomenon is that air bubbles injected through a porous medium gather close to the upper
wall (due to the effect of buoyancy) to mix with the water; thus, leading to increased velocity of
the mixture flow and rate of volume flow locally. In the region close to the upper wall, the volume
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Figure 6. The distribution of volume fraction of air bubbles in channel (V =4m/s).
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Figure 7. The velocity vectors of mixture flow and the volume fractions of air in water channel (the
enlargement of the location of injecting air bubbles).

fraction for mixed water with air bubbles is present. The volume fraction of air ranges from 0.9 to
1.0, in contrast to that of the water, which ranges from 0.0 to 0.1. This mixing region is known as
the mixture film, in which the volume fraction of air is dominant. Hence, the decreasing molecular
viscosity � and density � is very evident in the mixture film. For fully developed turbulent channel
flow, the total shear stress is equal to the summation of both the viscous and turbulent shear stress,
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where the viscous shear stress is proportional to the molecular viscosity and the mean velocity
gradient, and the turbulent shear stress (Reynolds stress) depends on the density and turbulent
fluctuations. Therefore, in the region very close to the upper wall the viscous shear is reduced, due
to the decreasing molecular viscosity and/or the mean velocity gradient (such as under the porous
plate in which the air bubbles is injected). Simultaneously, in the mixture film, the turbulent shear
stress is also reduced due to the effect of a lower density and possible suppression of the turbulent
fluctuations. As a result, the total shear stress close to the upper wall is effectively decreased in
the mixture film. The air/mixture film usually provides higher efficiency of drag reduction than
that by microbubbles; the difficulty in maintenance of an air/mixture film is a disadvantage to the
application. However, in a bounded field, e.g. channel flow, an air/mixture film is easy to maintain
so that the effect of drag reduction is quite evident to the upper wall.

Furthermore, the effect of drag reduction between the present computation and the experimental
data conducted by Murai et al. [12] was compared. That experiment was concerned with the
mechanism of drag reduction using large air bubbles within turbulent channel flow, in which
the bubble sizes were approximately between 2 and 90mm. The test section was a horizontal
rectangular channel of height 10mm, width 100mm, and length 6000mm. The air injection device
was a porous plate with an injection area A=14×48mm2. The mean liquid flow speeds in the
channel range from 1 to 2m/s. Drag reduction and its persistence were investigated by measuring
the local wall-shear stresses at 250, 1000, and 4000mm downstream of the air injection. However,
for appropriate comparison, only the experimental measurements at the 250mm location, with a
flow speed of 2m/s, were adopted. The present computational results were obtained at a distance
of 300mm from the air injection. In addition, the non-dimensional Reynolds number Reh =V Dh/	
was introduced, where Dh represents the hydraulic diameter. Because the size of the test section
differs between the present computational simulations and the previous experiment, the use of
the Reynolds number can eliminate the discrepancy in the size of the test section. To ensure
consistency of the Reynolds number, several new simulations were carried out under the condition
V =1.333m/s. Table VII shows the simulation conditions for various Cv and also the relationship
between Cv and Qa. First, simulations were carried out at the optimum parametric levels, i.e.
A=90×100mm2 and d=50�m. In addition, as the bubble sizes in the experiment are 2mm at
minimum, the simulation results as d=2000�m were also provided in the comparison. Figure 8
shows the effect of drag reduction upon the simulation and the experiment data as Reh=3.62×104.
In the figure, the dotted line is the experimental result and the two solid lines represent the
computations. The solid lines represent the conditions d=50�m and d=2000�m. As shown
in Figure 8, a negative correlation between the DR and the void fraction occurs for all results.
For the experimental result, the effect of drag reduction is not obvious until the void fraction
exceeds approximately 0.12, and the maximum drag reduction of 55% is reached as Cv =0.26.
Alternatively, for the computations, drag is reduced immediately, even when the void fraction is
small. The maximum drag reductions are 70.6 and 61.0% for d=50 and 2000�m, respectively. As
shown in Figure 8 by the computational results, better drag reduction efficiency can be obtained if
the bubble size is small. This fact agrees with the analytical results shown in Figure 3. However,

Table VII. Simulation conditions (A=90×100mm2 and V =1.333m/s).

Cv 0.05 0.10 0.15 0.20 0.25
Qa (L/min) 9.47 20.00 31.76 44.99 59.99
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Figure 8. Comparison of the drag reduction between the computations and the experimental
data presented by Murai et al. [12].

the DR for the computation appears comparatively small when compared with the experimental
results, even though the bubble size is consistent across both the computation and the experiment.
The authors suggest that the larger DR obtained in the experiment occurs due to the small air
injection area. The small air injection area used in the experiment implies that the air bubbles are
injected into the flow at high velocity. It is likely that air bubbles injected at an excessive velocity
destroy the turbulent boundary layer, and as a result reduce the effect of drag reduction.

5. CONCLUSION

This study utilizes the Taguchi method to develop a set of optimum robust parametric levels for air
bubble drag reduction in turbulent channel flow. While the flow speed and measured position of
local shear stress were considered as indicative factors, the area of air injection, bubble size, and
the rate of air injection were investigated as controllable factors. The L27 (313) orthogonal array
was used to design the experimental conditions, and then the turbulent flows with bubbles were
simulated by FLUENT. The standard k–� turbulent model was adopted to resolve the turbulent
flow, and the Mixture model served as a multi-phase model in this paper. The distribution of
bubbles in the channel has been shown. It can be observed that the bubbles in the channel form
as a thin mixture film and cover the upper wall to reduce the frictional resistance. The local shear
stress on the upper wall of the channel was obtained to examine the efficiency of drag reduction.
Results indicate that, under the scope of the parametric values set in this paper, the minimum
drag ratio (DR) 0.115 can be reached, when the largest area and maximum rate of air injection,
and the smallest bubble diameter are adopted. Via ANOVA, factorial contribution analysis reveals
that the rate of air injection is the most significant factor for robustness. In addition, it can be
observed that the flow speed also has an important influence on bubble drag reduction, implying
that, as the bubble technique is implemented to reduce the resistance, the vessel speed is crucial.
These conclusions are consistent with other published studies. Under the optimum configuration

Copyright q 2008 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2009; 60:1079–1102
DOI: 10.1002/fld



ROBUST DESIGN AND NUMERICAL SIMULATION ON DRAG REDUCTION 1099

of parametric levels, additional simulations were carried out at the extended range of V =3–7m/s
with results indicating that the optimum parametric levels determined by the Taguchi method
possess great robustness of quality. On the condition of Reh =3.62×104, simulation results using
the bubble sizes d=50 and 2000�m were compared with the experimental data presented by
Murai et al. The DRs of the computations are comparatively small compared with the experiment
data. The comparison result also shows that better drag reduction can be obtained if bubble size
is small.

APPENDIX A

Original data.

V =4m/s V =6m/s

DR d1=150mm d2=300mm d1=150mm d2=300mm

1 0.234 0.243 0.186 0.189
2 0.194 0.204 0.153 0.157
3 0.140 0.138 0.105 0.106
4 0.225 0.236 0.177 0.187
5 0.190 0.192 0.150 0.156
6 0.136 0.140 0.108 0.109
7 0.218 0.229 0.173 0.182
8 0.184 0.196 0.149 0.155
9 0.144 0.141 0.108 0.109
10 0.239 0.243 0.185 0.194
11 0.200 0.206 0.152 0.154
12 0.133 0.137 0.102 0.104
13 0.227 0.233 0.180 0.183
14 0.191 0.198 0.151 0.153
15 0.134 0.136 0.102 0.104
16 0.221 0.228 0.178 0.186
17 0.091 0.193 0.148 0.155
18 0.138 0.142 0.106 0.108
19 0.243 0.246 0.178 0.190
20 0.196 0.194 0.151 0.153
21 0.122 0.134 0.100 0.102
22 0.227 0.230 0.169 0.181
23 0.192 0.187 0.147 0.150
24 0.122 0.134 0.102 0.106
25 0.223 0.231 0.161 0.181
26 0.188 0.196 0.149 0.151
27 0.136 0.142 0.102 0.103
Ave. 0.181 0.190 0.143 0.149

0.186 0.146
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APPENDIX B

The numerical results under the conditions of A=90×100mm2, d=50�m, and Qa=60L/min:
the DR1 and DR2 are the drag ratios measured at 150 and 300mm from the porous medium,
respectively, are given.

V =3m/s V =5m/s V =7m/s

DR1 DR2 DR1 DR2 DR1 DR2

0.152 0.155 0.116 0.118 0.095 0.096

NOMENCLATURE

A area of air injection, mm2

a acceleration of the bubble, m/s2

CI confidence interval
Cv void fraction, Cv =Qa/(Qa+Qw)

ck mass fraction for phase k, ck =�k�k/�m
DOF degree of freedom
DR drag ratio, DR=�/�0
d diameter of bubble, m
F F test
F body force, nt
fdrag drag function
fE degree of freedom of error
g gravitational acceleration, m/s2

H vertical height of the test section, m
I unit tensor
k turbulent kinetic energy per unit mass, J/kg
MS mean square
me effective sample size
p static pressure, nt/m2

Qa airflow rate, L/min
Qw liquid flow rate, L/min
Re relative Reynolds number, Re=�q |Vp−Vq |d/�q
Reh Reynolds number based on the hydraulic diameter
S standard deviation
S/N signal to noise ratio, dB
SS sum of the square
V flow speed, m/s
V velocity vector, m/s
Vdr,k drift velocity of phase k, m/s
Vk velocity vector of phase k, m/s
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Vm velocity vector of the mixture flow, m/s
Vpq relative velocity of the dispersed phase (p) related to the primary phase (q), m/s
x coordinate in the streamwise direction
y coordinate in the vertical direction of the test section
(y)DR,pred prediction for the drag ratio
yDR average drag ratio
(y)S/N,pred prediction for the S/N ratio, dB
yS/N average S/N ratio, dB
z coordinate in the lateral direction of the test section
� significant level
�k volume fraction of phase k
� turbulent dissipation rate, m2/s3

� density, kg/m3

�c factorial contribution
�m density of mixture, kg/m3

�k density of phase k, kg/m3

� molecular viscous coefficient, Pas
�m dynamic viscous coefficient of the mixture, kg/ms
� local shear stress, Pa
�0 local shear stress with no bubbles in the flow, nt/m2

�p particle relaxation time, s
� stress tensor
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